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Abstract

Phenotype and/or genotype misclassification can: significantly increase type II error probabilities for genetic case/control association, causing decrease in statistical power; and produce inaccurate estimates of population frequency parameters. We present a method, the likelihood ratio test allowing for errors (LRTae) that incorporates double-sample information for phenotypes and/or genotypes on a sub-sample of cases/controls. Population frequency parameters and misclassification probabilities are determined using a double-sample procedure as implemented in the Expectation-Maximization (EM) method. We perform null simulations assuming a SNP marker or a 4-allele (multi-allele) marker locus. To compare our method with the standard method that makes no adjustment for errors (LRTstd), we perform power simulations using a 2^k factorial design with high and low settings of: case/control samples, phenotype/genotype costs, double-sampled phenotypes/genotypes costs, phenotype/genotype error, and proportions of double-sampled individuals. All power simulations are performed fixing equal costs for the LRTstd and LRTae methods. We also consider case/control ApoE genotype data for an actual Alzheimer’s study.

The LRTae method maintains correct type I error proportions for all null simulations and all significance level thresholds (10%, 5%, 1%). LRTae average estimates of population frequencies and misclassification probabilities are equal to the true values, with variances of 10e-7 to 10e-8. For power simulations, the median power difference LRTae-LRTstd at the 5% significance level is 0.06 for multi-allele data and 0.01 for SNP data. For the ApoE
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data example, the LRTae and LRTstd p-values are $5.8 \times 10^{-5}$ and $1.6 \times 10^{-3}$, respectively. The increase in significance is due to adjustment in the LRTae for misclassification of the most commonly reported risk allele. We have developed freely available software that performs our LRTae statistic.
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**Introduction**

It has long been appreciated (Cochran 1968) that misclassification error can significantly affect the results of statistical tests of association. In the field of genetics, researchers may observe misclassification errors in phenotype and/or genotype. A major question in the field of statistical genetics is: how does one “deal” with such errors when performing tests of genetic association? Much work has been done to address the general question of errors in statistical tests and recently some work has been done to address the specific question of errors in genetic tests of association.

Breslow and Day (1980) attribute the first statistical work on errors in association tests applied to contingency tables to Bross (1954). In his work, Bross (1954) focused on the $\chi^2$ test of independence applied to $2 \times 2$ contingency tables and what we describe as phenotype error, namely the effects of misclassifying a case subject as a control and vice versa. Bross’s findings were: assuming that the error procedure is independent of case/control status, there is no change in the level of significance (i.e., the type I error rate remains constant); power for the $\chi^2$ test is reduced; and, there is a bias in point estimates of the population frequency parameters.

Mote and Anderson (1965) synthesized the work of Mitra (1958) and Bross (1954). They proved that the power of the $\chi^2$ test with no error is always greater than or equal to the power of the test when errors are present and ignored.

Tenenbein (1970; 1972) presented a procedure that used perfect classification on a sub-sample of data (e.g., genotypes or affection status) to estimate misclassification rates for all categories and also provided asymptotically unbiased estimates of population parameters (e.g., genotype frequencies, proportion of cases and controls). He called this procedure a “double-sampling” procedure, because some observations are sampled twice – once with a perfect (or near perfect) classifier, and once with a fallible and usually less expensive classifier. Chen (1979) incorporated Tenenbein’s work into a log linear model. Hochberg (1977), also using Tenenbein’s work, developed both a least squares approach and a combined maximum likelihood and least squares approach for analyzing multi-dimensional cross-classified data subject to error. Espeland and Hui (1987) considered a unified log-linear approach to incorporating phenotype misclassification data through various methods (e.g., re-sampling or sampling in replicate populations to determine misclassification rates) in the analysis of epidemiology data.

Gustafson et al. (2001) used a Bayes analysis to adjust for uncertainty in misclassification probabilities as prior information and thereby improve estimates of the odds-ratio in case/control data. In related work for the $2 \times 3 \chi^2$ test of genetic association with a di-allelic locus, Rice and Holmans (2003) incorporated
genotyping misclassification rates into the calculation of confidence interval estimates for parameters such as genotypic relative risk.

Gordon and Ott (2001) considered the analysis of genetic data in the presence of genotyping error. They confirmed that: (i) there is no increase in type I error for certain tests of genetic association; (ii) that point estimates of the frequencies of SNP alleles are biased in the presence of errors [as was shown by Bross (1954) for phenotype error]; and (iii) that errors lead to a loss in power to detect association between a disease and a locus. Recently, Gordon et al. (2002; 2003) produced a quantification of the loss in power for case/control studies of genetic association due to genotyping errors. This quantification may be determined using the PAWE webtool (see Electronic Database Information).

A critical but unanswered question is how one can use information about misclassification to improve statistical power for genetic tests of association using case/control data. It is the purpose of this work, therefore, to develop a statistical method that actually increases power for association (as compared to the standard method that considers only fallible data) in the presence of both phenotype and genotype error. Our method assumes that double-sample data is available on a sub-sample of the case and control individuals. It has three major advantages over the standard method that only considers the fallible data: its power can be equal to or greater than the standard method when total costs are equal for both methods; it provides unbiased estimates of population parameters; and it provides maximum likelihood estimates of the phenotype and genotype misclassification probabilities.

**Methods**

**Double sample data**

We assume that we have double-sample data for phenotypes and/or genotypes (as defined by Tenenbein (1970; 1972)) for a subset of individuals. That is, we have two methods of measurement for either phenotype and/or genotype. The first method, labeled “fallible”, is cost-effective and has a substantial misclassification rate. The second method, labeled “infallible”, is typically more expensive and/or not feasible for an entire study and has a 0 or negligibly small misclassification rate. For the example of SNP genotypes, the fallible method is a standard genotyping technology and an infallible method could be sequencing (F. De La Vega; personal communication). Similarly with Alzheimer’s disease, the fallible method is phenotype diagnosis using a clinical dementia instrument and the infallible method is observation of plaques and tangles at autopsy.

We recognize that any classification technology may have errors or that there is no such thing as a perfect classifier (Hochberg 1977). However, it is certainly reasonable that one method of classification may have substantially lower misclassification rates than another method, for example a “gold-standard”
method. For the purposes of this work, we consider the method with the lower misclassification rate to be the “infallible” classifier. Here and elsewhere, we use the terms true and infallible (respectively, observed and fallible) interchangeably.

**True and observed data**
Throughout this work, we assume that we have observed phenotype and genotype data for a total of \( n \) individuals. The phenotype data is classified into two categories, case or control. The genotype data is classified into \( k \) categories where \( k = a(a + 1)/2 \) and \( a \) is the number of alleles at a locus. We note that our method could easily be applied to phenotype data for multiple-discrete categories and for haplotype data as well (see Summary and Discussion).

**Notation**
We provide all notation for the mathematics presented in this work in table 1. For all terms, the indices \( i \) and \( i' \) are either 0 (case) or 1 (control) and the integer indices \( j \) and \( j' \) range from 1 through \( k \) inclusive, where \( k \) is the number of genotypes. In table 1, every term is listed under the sub-heading corresponding to the sub-heading in the main text in which the term first appears.

Throughout this work, we use prime superscripts to distinguish true categories from observed categories. For example, \( i' \) refers to the true phenotype classification for an individual. Also, we use the superscript \( t \) to denote “true” (as compared with observed) when referring to either an event or a parameter. For example, the notation \( Y_{i'} \) (table 1) represents the event that an individual’s true phenotype classification is \( i' \), whereas the notation \( Y_i \) (table 1) represents the event that an individual’s observed phenotype classification is \( i \). Similarly, the notation \( p_{i'j'} \) represents the true probability of the genotype \( j' \) for individuals with phenotype classification \( i' \), whereas the notation \( p_{ij} \) represents the observed probability of the genotype \( j \) for individuals with phenotype classification \( i \). With this notation, we may distinguish between the events \( Y_{0'} \) and \( Y_0 \) and the probabilities \( p'_{01} \) and \( p_{01} \).

**Table 1. Notation for all formulas presented throughout the text**

<table>
<thead>
<tr>
<th>Log-likelihood of observed data and likelihood ratio test statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_{i'j'}^{(0)} ) = Number of individuals with true phenotype category ( i' ), observed phenotype category ( i ), true genotype category ( j' ) and observed genotype category ( j ). (These individuals are double-sampled on both phenotype and genotype)</td>
</tr>
</tbody>
</table>
\( n_{ij}^{(2)} = \text{Number of individuals with true phenotype category } i', \text{ observed phenotype category } i, \text{ and observed genotype category } j. \) (These individuals are double-sampled on phenotype only)

\[
\sum_{i} n_{ij}^{(2)} = n_{ij}^{(2)}.
\]

\( n_{ij}^{(3)} = \text{Number of individuals with observed phenotype category } i, \text{ true genotype category } j', \text{ and observed genotype category } j. \) (These individuals are double-sampled on genotype only)

\[
\sum_{j} n_{ij}^{(3)} = n_{ij}^{(3)}.
\]

\( n_{ij}^{(4)} = \text{Number of individuals with observed phenotype category } i \text{ and observed genotype category } j. \)

\[
\sum_{i} \sum_{j} n_{ij}^{(4)} = n_{ij}^{(4)}.
\]

\( Y_i = \text{Event that an individual has observed phenotype } i,(i = 0,1) \)

\( Y_i' = \text{Event that an individual has true phenotype } i',(i' = 0,1) \)

\( X_j = \text{Event that an individual has observed genotype } j, l \leq j \leq k. \)

\( X_j' = \text{Event that an individual has true genotype } j', l \leq j' \leq k. \)

\( X_{ij} = \text{Event that an individual has observed phenotype } i, (i = 0,1) \text{ and observed genotype } j, l \leq j \leq k. \)

\( X_{ij'} = \text{Event that an individual has true phenotype } i', (i' = 0,1) \text{ and true genotype } j', l \leq j' \leq k. \)

\( q_i = \Pr(Y_i) = \text{Observed sampling frequency of phenotype } i. \)

\( q_i' = \Pr(Y_i') = \text{True sampling frequency of phenotype } i'. \)

\( p_j = \Pr(X_j | Y_i) = \text{Observed population frequency of genotype } j \text{ for individuals with observed phenotype } i. \)
\[ p_{i,j}' = \Pr(X_j' \mid Y_i') \] = True population frequency of genotype \( j' \) for individuals with phenotype \( i' \).

\[ p_{i,j}' = \Pr(X_j' \mid Y_i') = \text{True population frequency of genotype } j' \text{ under the null hypothesis that } p_{0,j}' = p_{1,j}' = p_{s,j}'. \]

\[ p_{i,j} = \Pr(X_j) \] = Observed population frequency of genotype \( j \) under the null hypothesis that \( p_{0,j}' = p_{1,j}' = p_{s,j}' \).

Note: For each \( i' \), \( \sum_j p_{i,j}' = 1 \); For each \( i \), \( \sum_j p_{i,j} = 1 \); Also, \( q_0 + q_1 = q_{0}' + q_{1}' = 1 \).

\[ \pi_{i,j} = \Pr(Y_i \mid Y_i') \]

\[ \theta_{j,j} = \Pr(X_j \mid X_j') \]

Note: When \( i' \neq i, j' \neq j \), these parameters are referred to as misclassification parameters (Tenenbein 1972; Gordon et al. 2002). We make use of the double-sample data structure to determine estimates of phenotype and genotype misclassification values \( \pi_{i,j} \) and \( \theta_{j,j} \). The misclassification parameter estimates \( \hat{\theta}_{j,j} \) are \( \hat{\theta}_{j,j} = m_{j,j} / m_{j,\ast} \) (see below). Similarly, we estimate the phenotype misclassification terms \( \pi_{i,j} \) by \( \hat{\pi}_{i,j} = w_{i,j} / w_{i,\ast} \) (see below).

\[ m_{j,j} (1 \leq j, j' \leq k) = \text{The number of individuals that have been classified by the fallible method as genotype } j \text{ and by the infallible method as genotype } j'. \]

\[ m_{j,\ast} = \sum_j m_{j,j} \cdot \]

\[ w_{i,j} (0 \leq i, i' \leq 1) = \text{The number of individuals that have been classified by the fallible method as phenotype } i \text{ and by the infallible method as phenotype } i'. \]

\[ w_{i,\ast} = \sum_i w_{i,j} \cdot \]

\[ \ln(L_{ae}) = \text{Log-likelihood of data as represented in equation (4), where genotype frequencies } p_{i,j}' \text{ are allowed to differ among different phenotype classes. (i.e., } p_{0,j}' \text{ is not necessarily equal to } p_{1,j}' \text{ for every } j') \]
\[ \ln(L_{0,ae}) = \text{Log-likelihood of data as represented in equation (4), where genotype frequencies } p'_{r,j} \text{ are constrained to be equal among different phenotype classes. (i.e., } p'_{0,j} = p'_{l,j} = p'_{j,j} \text{ for every } j) \]

\[ \ln(L_{\text{std}}) = \text{Log-likelihood of data when not correcting for misclassification, where genotype frequencies } p_j \text{ are allowed to differ among different phenotype classes. (i.e., } p_{0,j} \text{ is not necessarily equal to } p_{j,j} \text{ for every } j) \text{ (also see equation 1b)} \]

\[ \ln(L_{0,\text{std}}) = \text{Log-likelihood of data when not correcting for misclassification, where genotype frequencies } p_j \text{ are constrained to be equal among different phenotype classes. (i.e., } p_{0,j} = p_{l,j} = p_{j,j} \text{ for every } j) \text{ (also see equation 1b)} \]

Simulations (also see tables 2 and 3)
\[ \varepsilon = \text{Genotype error probability parameter for all simulations; for a given value of } \varepsilon, \text{ all genotype classification probabilities satisfy } \theta_{j,j} = \begin{cases} 1 - \varepsilon, & j' = j \\ \varepsilon / (k - 1), & j' \neq j \end{cases} \]

\[ P = \text{Allele frequency of SNP minor allele } B \text{ for simulations.} \]

\[ \alpha = \text{Significance level of test statistic.} \]

\[ C_p = \text{Cost of phenotyping an individual with fallible phenotyping measure.} \]
\[ C_G = \text{Cost of genotyping an individual with fallible genotyping measure.} \]
\[ C_{p,\text{DS}} = \text{Cost of phenotyping an individual with infallible phenotyping measure.} \]
\[ C_{G,\text{DS}} = \text{Cost of genotyping an individual with infallible genotyping measure.} \]
\[ N_A = \text{Number of case individuals collected for } LRT_{\text{std}} \text{ method.} \]
\[ N_U = \text{Number of control individuals collected for } LRT_{\text{std}} \text{ method.} \]
\[ N_A^{\text{DS}} = \text{Number of case individuals collected for } LRT_{\text{ae}} \text{ method.} \]
\[ N_U^{\text{DS}} = \text{Number of control individuals collected for } LRT_{\text{ae}} \text{ method.} \]
(Note: a proportion of the individuals collected for the } LRT_{\text{ae}} \text{ method are double-sampled on phenotype, genotype, or both}
\[ d_p^{\text{DS}} = \text{Proportion of individuals (either case or control) collected for the } LRT_{\text{ae}} \text{ method who are double-sampled on phenotype.} \]
\( d_{G}^{DS} \) = Proportion of individuals (either case or control) collected for the \( LRT_{ae} \) method who are double-sampled on genotype.

---

**EM-algorithm estimates of true parameters**

\[ p_{i,j}^{(r)} = r_{th} \text{ step estimate of parameter } p_{i,j}^{i} \cdot \]

\[ p_{i,j}^{(r)} = r_{th} \text{ step estimate of parameter } p_{i,j}^{i} \cdot \]

\[ q_{j}^{(r)} = r_{th} \text{ step estimate of parameter } q_{j}^{i} \cdot \]

We use the Expectation-Maximization (EM) method developed by Dempster et al. (Dempster et al. 1977) to estimate these parameters.

---

\( E[ \cdot ] = \) Expectation operator

\( I(\cdot) = \) Indicator function

---

\( X_{i,j}^{(2)} = \) Event that an individual in Group 2 (proof of appendix proposition 1) has true phenotype \( i \) and observed genotype \( j \).

\( X_{i,j}^{(3)} = \) Event that an individual in Group 3 (proof of appendix proposition 1) has observed phenotype \( i \) and true genotype \( j' \).

\( X_{i,j}^{(4)} = \) Event that an individual in Group 4 (proof of appendix proposition 1) has observed phenotype \( i \) and observed genotype \( j' \).

---

**Appendix**

\( X_{i,j}^{a} = \) Event that individual \( a \) has true phenotype \( i \) and true genotype \( j' \).

---

\( I(\cdot) = \) Indicator function

---

\( X_{i,j}^{a} = \) Event that individual \( a \) has observed phenotype \( i \) and observed genotype \( j \).

---

\( X_{i,j}^{(1)a} = \) Event that individual \( a \) in Group 1 has true phenotype \( i' \) and true genotype \( j' \).

\( X_{i,j}^{(2)a} = \) Event that individual \( a \) in Group 2 has true phenotype \( i' \) and observed genotype \( j \).

\( X_{i,j}^{(3)a} = \) Event that individual \( a \) in Group 3 has observed phenotype \( i \) and true genotype \( j' \).
Event that individual $a$ in Group 4 has observed phenotype $i$ and observed genotype $j$.

Legend for Table 1. In this table, we present all notation used throughout the text. Every notational term is listed under the sub-heading corresponding to the sub-heading in the main text in which the term first appears. Where necessary, dashed lines are used to separate notation.

**Log-likelihood of observed data and likelihood ratio test statistics**

We compute the log-likelihood of the observed data under the null and alternative hypotheses, allowing for error. The null hypothesis we test is $H_0: p_{0j} = p_{1j} = p_{2j}$ for all genotypes $j$. The alternative hypothesis is $H_1: p_{0j} \neq p_{1j}$ for at least one $j$. Under either hypothesis, we have, by definition, the log-likelihood of the data given by:

$$
\ln(L_{\text{null}}) = \sum_{i} \sum_{i'} \sum_{j} \sum_{j'} n_{ijij}^{(1)} \ln[\Pr(Y_i, Y_{i'}, X_j, X_{j'})] + \sum_{i} \sum_{j} \sum_{j'} n_{ijij}^{(2)} \ln[\Pr(Y_i, X_j)]
$$

$$
+ \sum_{i} \sum_{j} \sum_{j'} n_{ijij}^{(3)} \ln[\Pr(Y_i, X_j)] + \sum_{i} \sum_{j} n_{ijij}^{(4)} \ln[\Pr(Y_i, X_j)]
$$

(1a)

where the notation $\Pr(A, B, C, \ldots)$ is the probability of observing event $A$ and event $B$ and event $C$ and so forth and $n_{ijij}^{(1)}$, $n_{ijij}^{(2)}$, $n_{ijij}^{(3)}$, $n_{ijij}^{(4)}$ represent the counts for different categories of double-sample information (see table 1). For example, $n_{ijij}^{(1)}$ is the number of individuals who have been double-sampled on both phenotype and genotype and who have true phenotype classification $i'$, observed phenotype classification $i$, true genotype classification $j'$, and observed genotype classification $j$. In equation (1a), the subscripts $i, i'$ run over all phenotype classifications $(0 \leq i, i' \leq 1)$ and the subscripts $j, j'$ run over all genotype classifications $(1 \leq j, j' \leq k)$.

When there are no double-sample data or when we assume that there is no error in the data, equation (1a) reduces to:

$$
\ln(L_{\text{null}}) = \sum_{i} \sum_{j} n_{ijij}^{(4)} \ln[\Pr(Y_i, X_j)]
$$

$$
= \sum_{i} \sum_{j} n_{ijij}^{(4)} \ln(p_{ij}q_i)
$$

$$
= \sum_{i} \sum_{j} n_{ijij}^{(4)}[\ln(p_{ij}) + \ln(q_i)].
$$

(1b)

A key assumption in our work is that, conditional on the underlying true data, the observed data are independent. That is, the measurement process for phenotype is
independent of the measurement process for genotype, so that
\[ \Pr(X_j, Y_j | X'_j, Y'_j) = \Pr(X_j | X'_j) \Pr(Y_j | Y'_j) . \]
It follows that:
\[
\Pr(Y_i, Y'_i, X_j, X'_j) = \Pr(X_j, Y_j | X'_j, Y'_j) \Pr(X'_j, Y'_j)
= \Pr(X_j | X'_j) \Pr(Y_j | Y'_j) \Pr(X'_j | Y'_j) \Pr(Y'_j) 
= \theta_{ij} \pi_{ii} p_{ij} q_{ij}'.
\]
Using equation (2) and the fact that
\[
\Pr(Y_i, Y'_i, X_j, X'_j) = \sum_{j'} \Pr(Y_i, Y'_i, X_j, X'_j),
\]
\[
\Pr(Y_i, X_j, X'_j) = \sum_{j'} \Pr(Y_i, X_j, X'_j),
\]
\[
\Pr(Y_i, X_j) = \sum_{j'} \sum_{j''} \Pr(Y_i, X_{j''}, X'_j),
\]
we may rewrite the log-likelihood (1a) as:
\[
\ln(L_{ae}) = \sum_{i} \sum_{j} \sum_{j'} n_{ij}' \ln[\theta_{ij} \pi_{ii} p_{ij} q_{ij}'] + \sum_{i} \sum_{j} \sum_{j'} n_{ij} \ln[\sum_{j''} \theta_{ij} \pi_{ii} p_{ij} q_{ij}']
+ \sum_{i} \sum_{j} \sum_{j''} n_{i j' j''} \ln[\sum_{i'} \theta_{ij} \pi_{ii} p_{ij} q_{ij}'],
\]
where we have replaced the indices \(i'\) and \(j'\) in the sums (3) by the indices \(u'\) and \(v'\) respectively in equation (4) for purposes of clarity. From equation (4) we can determine the log-likelihood of the data under \(H_1\) using the \(r+1\)st step EM algorithm estimates of \(p_{ij},\) \(q_{ij}^*\), \(p_{ij}',\) \(q_{ij}'\). Similarly, we can determine the log-likelihood of the data under \(H_0\) using the \(r+1\)st step EM algorithm estimates of \(p_{ij}',\) \(q_{ij}'\), \(p_{ij}'^*,\) \(q_{ij}'^*\).

We comment that the \(r+1\)st step estimates of \(q_{ij}'\) may differ under the null and alternative hypotheses.

Formulas for \(p_{ij}'^{(r+1)}, p_{ij}'^{(r+1)}\), \(q_{ij}'^{(r+1)}\) (the \(r+1\)st step estimates of \(p_{ij}, p_{ij}', q_{ij}\)) under the alternative and null hypotheses are presented in the Results section (formulas (7)) and are derived in the appendix (equation (A.1)). It follows from the equation (4) that the log-likelihoods \(\ln(L_{0,ae})\) and \(\ln(L_{1,ae})\) (equation (1a)) are completely determined by misclassification parameters \(\theta_{ij}\) and \(\pi_{ii}\), the true parameters \(p_{ij}, p_{ij}', q_{ij}\), and sample counts \(n_{ij}'^{(1)}, n_{ij}'^{(2)}, n_{ij}'^{(3)}, n_{ij}'^{(4)}\). In the previous sentence, \(\ln(L_{0,ae})\) (respectively, \(\ln(L_{1,ae})\)) refers to the situation under the null (respectively alternative) hypothesis, where the terms \(p_{ij}'\) in equation (4) are replaced (respectively, not replaced) by \(p_{ij}'^*\). Our test of \(H_1\) versus \(H_0\) is a likelihood ratio
test (Kendall et al. 1994), which we call the likelihood ratio test allowing for error, or \( L_{\text{Rae}} \). It is given by
\[
L_{\text{Rae}} = 2[\ln(L_{1,\text{ae}}) - \ln(L_{0,\text{ae}})],
\]
where \( \ln(L_{1,\text{ae}}) \) and \( \ln(L_{0,\text{ae}}) \) are determined using equation (4) with the \( r+1 \)st step estimates of the various parameters. Asymptotically, \( L_{\text{Rae}} \) is distributed as \( \chi^2_{k-1} \), where the degrees of freedom (df) are \( k-1 \) for a marker locus with \( k \) genotypes, or for a set of \( k \) observed haplotype pairs (see Summary and Discussion). For small samples or in situations where the asymptotic distribution may not hold, we can compute p-values via permutation (see Summary and Discussion).

To compare the performance of our test statistic that corrects for misclassification with the standard likelihood ratio test, denoted \( L_{\text{Rae}} \), that does not make any correction, we compute log-likelihoods solely from the observed data. That is,
\[
L_{\text{Rae}} = 2[\ln(L_{1,\text{ae}}) - \ln(L_{0,\text{ae}})],
\]
where the log-likelihoods under the null and alternative hypotheses are computed using the estimates \( \hat{p}_{ij} = n_{ij}^3 / n_{i+}^3 \), \( \hat{p}_{+j} = (n_{ij}^3 + n_{i+}^3) / n \), \( \hat{q}_i = n_{i+}^3 / n \), \( n_{i+}^3 = \sum_j n_{ij}^3 \) that are then substituted into equation (1b) (Rice and Holmans 2003). When there is no correction for misclassification, there is no need to compute \( \hat{q}_i \) under both the null and alternative hypothesis, as the terms with \( \hat{q}_i \) will cancel from the difference of the log-likelihoods (equation (5b)).

Simulations

Parameter settings, numbers of replicates, tolerance of EM estimates

We consider two types of simulations: (i) null and (ii) power comparison assuming a fixed budget (cost/benefits). In the null simulations, case and control genotype frequencies are equal. In the power simulations, there is at least one genotype for which case and control genotype frequencies differ. In table 2, we present settings considered for the sample size, phenotype misclassification probabilities, genotype misclassification probabilities (\( \varepsilon \)), the proportion of individuals who are double-sampled on phenotype (\( a_p^{DS} \)), and the proportion of individuals who are double-sampled on genotype (\( a_g^{DS} \)). Case and control genotype frequencies for the null and power comparison scenarios are provided below (see Methods – Empirical type I error rate of \( L_{\text{Rae}} \) and table 3). In all of our simulations, we consider the following probabilities for genotype errors:

\[
\theta_{jj} = \begin{cases} 
1 - \varepsilon, & j' = j \\
\varepsilon / (k-1), & j' \neq j
\end{cases}
\]
While this error model is not the most general possible, even for SNPs (e.g., Kang et al. 2004), we choose it because it reduces the number of error model parameters to 1, even for multi-allele loci.

**Table 2. Parameter settings for variables in simulations**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Values considered in simulations</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N_A, N_U)</td>
<td>Case, Control sample sizes</td>
<td>500, 1000</td>
</tr>
<tr>
<td>(\pi_{10}, \pi_{01})</td>
<td>Phenotype misclassification probabilities</td>
<td>0.25, 0.5</td>
</tr>
<tr>
<td>(\varepsilon)</td>
<td>Genotype misclassification parameter</td>
<td>0.01, 0.05</td>
</tr>
<tr>
<td>(d_p^{DS})</td>
<td>Phenotype double-sample proportion</td>
<td>0.25, 0.5</td>
</tr>
<tr>
<td>(d_G^{DS})</td>
<td>Genotype double-sample proportion</td>
<td>0.25, 0.5</td>
</tr>
</tbody>
</table>

Additional parameters for power (cost/benefits) analysis

- \(C_P\) Cost of phenotyping an individual with fallible measure | 1, 10 |
- \(C_G\) Cost of genotyping an individual with fallible measure | 1 |
- \(C_P^{DS} / C_P\) (Cost to phenotype with infallible measure)/(Cost to phenotype with fallible measure) | 5, 25 |
- \(C_G^{DS} / C_G\) (Cost to genotype with infallible measure)/(Cost to genotype with fallible measure) | 5, 25 |

Legend for Table 2. In this table, we present settings for all parameters considered in the null and power (Cost/Benefits) simulations for SNP and multi-allele data. We consider a \(2^k\) factorial design (Box et al. 1978), where \(k = 6\) for null simulations, \(k = 10\) for SNP power simulations, and \(k = 9\) for multi-allele power simulations. This last value of \(k\) comes from the fact that there is only one set of genotype frequencies (table 2) for the multi-allele power simulations. Also, this \(k\) is not to be confused with the number of genotypes at a locus.

For any vector of simulation parameters, we simulate 10,000 replicates of data. Also, we stop our EM algorithm maximization when \(|v^{(r+1)} - v^{(r)}| < 10^{-9}\) for all parameters \(v\), where \(v^{(r)}\) is the \(r\)th-step estimate of the parameter.
Table 3. Case and control genotype frequencies considered for null and power (cost/benefits) simulations

<table>
<thead>
<tr>
<th>Marker Locus Genotype</th>
<th>Marker Locus Genotype</th>
<th>Marker Locus Genotype</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case genotype frequencies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1 – P)^2 + 0.05</td>
<td>2P(1 − P) – 0.10</td>
<td>p^2 + 0.05</td>
</tr>
<tr>
<td>Control genotype frequencies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1 − P)^2</td>
<td>2P(1 − P)</td>
<td>p^2</td>
</tr>
<tr>
<td>Multi-allele</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control genotype frequencies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>i^2 (homozygote)</td>
<td>2p_i p_j</td>
<td></td>
</tr>
<tr>
<td>Case genotype frequencies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p_i^2 + 0.06</td>
<td>2p_i p_j – 0.04</td>
<td></td>
</tr>
</tbody>
</table>

Legend for Table 3. This table reports the case and control genotype frequencies for the null and power (cost/benefits) simulations. Genotype frequencies for either group are given by the appropriately labeled rows. For SNP data, the settings of P considered are: P = 0.2, 0.5. For null simulations, both case and control genotype frequencies are provided in the row corresponding to control genotype frequencies. For power simulations, case and control genotype frequencies differ and are provided in the appropriately labeled rows.

**Empirical type I error rate of LRT_{ae}**

(a) SNPs
In the first set of simulations, we consider a SNP marker locus with three genotypes labeled AA, AB, and BB whose frequencies are in Hardy-Weinberg equilibrium (HWE). The true genotype frequencies p_i^j for both true cases and true controls are given by the values in table 3.

Empirical type I error rates for each simulation are defined as the proportion of replicates out of 10,000 that exceed the inverse of the one-tailed probability α of the central χ^2 distribution with 2 degrees of freedom; that is, the proportion that exceed the analytic cutoff for various significance levels. In our simulations we compute type I error rates at three different significant levels: α = 10%, 5%, 1%.

(b) Multi-allele data
We perform simulations assuming we have a locus with four alleles (labeled A, B, C, and D) and therefore ten genotypes. We present genotype frequencies for genotypes in the following order: AA, AB, AC, AD, BB, BC, BD, CC, CD, DD. The genotype frequency settings for each simulation are: 0.0625, 0.125, 0.125, 0.125, 0.0625, 0.125, 0.125, 0.125, 0.125, and 0.0625. These are the frequencies under the assumption the each allele has frequency 0.25 and that the locus is in HWE. We also use these frequencies for the control population in our power simulations (see below). As with SNPs, empirical type I error rates for each
simulation are defined as the proportion of replicates out of 10,000 that exceed the inverse of the one-tailed probability $\alpha$ of the central $\chi^2$ distribution with 9 degrees of freedom; that is, the proportion that exceed the analytic cutoff for various significance levels. In our simulations we compute type I error rates at three different significant levels: $\alpha = 10\%, 5\%, 1\%$.

**Power comparison assuming a fixed budget (Cost/Benefits Analysis)**

The $LRT_{ae}$ statistic can be shown to be more powerful than $LRT_{std}$ statistic when both statistics are applied to the same fallible data and double-sample data is available (results not shown). However, as was documented by Rice and Holmans (2003) for genotyping error, that power gain is due exclusively to the double-sample data. The question we seek to answer is thus whether this increase in power holds when budget is fixed for both statistics. That is, we consider power comparison for the two statistics when the total cost of phenotyping and genotyping some set of cases $N_A$ and controls $N_U$ with the fallible method and applying the $LRT_{std}$ statistic is the same as the total cost of phenotyping and genotyping a portion of these cases and controls, $N_A^{DS}$ and $N_U^{DS}$, obtaining phenotype and genotype double-samples on a subset, and applying the $LRT_{ae}$ statistic. It is straightforward to show that the sample sizes for the $LRT_{ae}$ method are given by the formulas:

$$N_A^{DS} = \alpha_{DS} N_A,$$
$$N_U^{DS} = \alpha_{DS} N_U,$$

where $\alpha_{DS} = (C_p + C_g)/(C_p + C_g + d_p^{DS} C_p^{DS} + d_p^{DS} C_g^{DS})$ (notation defined in table 1). Here we make the additional assumption that the ratios $N_A^{DS}/N_A$ and $N_U^{DS}/N_U$ are equal. While this assumption is not necessary, it does appreciably reduce the number of simulations that we need perform. Note that $\alpha_{DS}$ is always less than 1, so that sample sizes analyzed with the fallible measures for the $LRT_{ae}$ method will always be less than those for the $LRT_{std}$ method.

We consider parameter settings for each of the variables $N_A, N_U$, $\pi_0, \pi_1, \epsilon$, $C_p, C_g, C_p^{DS}, C_g^{DS}, d_p^{DS}, d_g^{DS}$ as given in table 2. Note that in this table, all costs are determined relative to the cost of genotyping with the fallible method $C_g$. Case and control genotype frequencies considered are given in table 3. As noted above, for each setting of the parameters in tables 2 and 3, we simulate 10,000 replicates of data and compute the proportion of replicates for which either statistic exceeds the analytic cutoff at the 10%, 5%, and 1% levels of significance. Each of these values is the *simulation power* at a given level of significance. We then compute the difference in simulation power between the two statistics for
each level of significance. A positive difference means that the simulation power for the $LRT_{ae}$ method is greater than the simulation power for the $LRT_{std}$ method for a given set of simulation parameters. A negative difference means the reverse.

We add a comment here about the values chosen for phenotype misclassification ($\pi_{01}$ and $\pi_{10}$). We choose values of 0.25 and 0.5. While these values may be considered to be somewhat large, we note that they were chosen based on published results of phenotype misclassification in genetics studies (Press et al. 1994; Burd et al. 2001) (see Summary and Discussion for further comment on these parameter settings).

**Estimation of misclassification and population frequency parameters**

We document that the estimates of the parameter estimates such as $p_{i,j}$ and $q_{i}$ are unbiased by reporting the averages and variances for each power simulation. Regarding the genotype error parameter $\theta_{j,j}$, we compute the average of the $k(k-1)$ terms $\theta_{j,j}$ ($j' \neq j$) for each replicate, and then compute the mean and variance of these averages, sampled over all 10,000 replicates. This procedure gives us the sampling distribution of the estimate of the parameter $\varepsilon/(k-1)$. Similarly, we find the sampling distribution of the estimate of the phenotype error parameters $\pi_{01}$ and $\pi_{10}$.

**Example - ApoE and Alzheimer’s Disease**

We apply our $LRT_{ae}$ method to ApoE genotype data (Chromosome 19) in subjects ascertained for being affected or unaffected with late-onset Alzheimer’s Disease (LOAD). These data come from previous Alzheimer’s disease case/control studies (Sheu et al. 1999; Brown et al. 2004a; Brown et al. 2004b). In most populations there are three alleles at the ApoE locus. Conventionally, they are denoted $\varepsilon_2$, $\varepsilon_3$, and $\varepsilon_4$ and we label them 2, 3, and 4 respectively from this point forward. In a well known and often replicated association finding, every copy of the 4 allele in a person’s genotype increases that person’s risk of getting LOAD by a factor of 2.5-3 (Corder et al. 1993).

Genotypes of each patient sample were determined at two different time intervals. Initially genotyping was performed using polymerase chain reaction (PCR) followed by cleavage with the restriction enzyme Hhal (Hixson and Vernier 1990). The genotype data obtained the second time were determined using a more accurate double-digestion genotyping procedure (Zivelin et al. 1997). All conflicts between the first and second method were re-sampled to check for accuracy. In every instance, the second method was found to be correct. Thus, we consider the genotype data determined from the second time interval to be the true genotype data for our analyses.
In our application, we have 173 case individuals who are affected with LOAD and 118 control individuals who are not affected. All individuals are matched on age and ethnicity and all have ApoE genotypes determined from the first time interval. We randomly selected 119 individuals independent of disease status (approximately 40%) to be double-sampled for ApoE genotypes, in the sense that we have their genotypes from the second time interval as well. There is no double-sampling of phenotype in this example. We compute the $LRT_{ae}$ and $LRT_{std}$ values, genotype frequency estimates for each statistic, and estimates of the genotype error probabilities for these data.

**Results**

**EM-algorithm estimates of true parameters**

Our first results are formulas for the $r + 1$ step EM-algorithm estimates of the parameters $p_{t_i j}^{(r)}$, $p_{t_s j}^{(r)}$, $q_{t_i}^{(r)}$. From our computations (see Appendix), we derive the formulas:

\[
\begin{align*}
p_{t_i j}^{(r+1)} &= n_{t_i j}^{(r)} / n_{t_i}^{(r+1)}, \\
q_{t_i}^{(r+1)} &= n_{t_i}^{(r)} / n, \\
p_{t_s j}^{(r+1)} &= n_{t_s j}^{(r)} / n,
\end{align*}
\]

(7)

where $n_{t_i j}^{(r)} = n_{t_i j}^{(1)} = n_{t_i j}^{(2)} + n_{t_i j}^{(3)} + n_{t_i j}^{(4)}$, $n_{t_s}^{(r)} = \sum_{j} n_{t_s j}^{(r)}$, and

\[
n_{t_i j}^{(1)} = \sum_{j} n_{t_i j}^{(1)}
\]

\[
n_{t_i j}^{(2)} = \sum_{j} n_{t_i j}^{(2)} E[ I(X_{t_i j}^{(2)}) | X_{t_i j}^{(2)}] = \sum_{j} n_{t_i j}^{(2)} \left( \theta_{t_i j} p_{t_i j}^{(r)} \sum_{v} \theta_{t_v j} p_{t_v j}^{(r)} \right),
\]

\[
n_{t_i j}^{(3)} = \sum_{j} n_{t_i j}^{(3)} E[ I(X_{t_i j}^{(3)}) | X_{t_i j}^{(3)}] = \sum_{j} n_{t_i j}^{(3)} \left( \pi_{t_i j} p_{t_i j}^{(r)} q_{t_i j}^{(r)} \sum_{u} \pi_{u i j} p_{u i j}^{(r)} q_{u i j}^{(r)} \right),
\]

\[
n_{t_i j}^{(4)} = \sum_{j} n_{t_i j}^{(4)} E[ I(X_{t_i j}^{(4)}) | X_{t_i j}^{(4)}] = \sum_{j} n_{t_i j}^{(4)} \left( \theta_{t_i j} \pi_{t_i j} p_{t_i j}^{(r)} q_{t_i j}^{(r)} \right).
\]

In these equations, $n_{t_i j}^{(2)} = \sum_{j} n_{t_i j}^{(2)}$, $n_{t_s}^{(3)} = \sum_{j} n_{t_s j}^{(3)}$, $E[ ]$ is the expectation operator, $I()$ is the indicator function, $X_{t_i j}^{(2)}$ is the event that an individual has true phenotype $t_i$ and observed genotype $j$ (for individuals in “Group 2” – see proof of proposition 1.
in appendix), \( X^{(3)}_{ij} \) is the event that an individual has observed phenotype \( i \) and true genotype \( j \) (for individuals in “Group 3”), and \( X^{(4)}_{ij} \) is the event that an individual has observed phenotype \( i \) and observed genotype \( j \) (individuals in “Group 4”). Note that, if every individual is double-sampled for both phenotype and genotype, then we have \( n^{(r)}_{ij} = n_{ij} \), i.e., perfect classification for every observation, and the formulas (7) reduce to the formulas

\[
\hat{p}_{ij} = \frac{n^{(1)}_{ij}}{n_{i+}}, \quad \hat{p}_{j} = \frac{n^{(1)}_{+,j}}{n}, \quad \hat{q}_{i} = \frac{n^{(1)}_{i+}}{n}, \quad n^{(1)}_{i+j} = \sum_{i} \sum_{j} n^{(1)}_{ij},
\]

that we use with \( LRT_{std} \) statistic (Methods - Log-likelihood of observed data and likelihood ratio test statistics). For our simulations, most parameter estimates converged within 10 steps (results not shown).

**Simulations**

**Empirical type I error rates**

Standard asymptotic theory (Kendall et al. 1994) states that the asymptotic null distribution of \( LRT_{ae} \) is central \( \chi^2 \) with \( k-1 \) df. Based on the simulation settings provided in Methods, we confirmed this result (results not shown). In particular, every median observed type I error rate contains the correct significance level in its 95% confidence interval, as computed using the method of confidence intervals implemented in the BINOM software (Electronic Database Information).

**Results – Power comparison for a fixed budget (Cost/Benefits Analysis)**

We present summary results of our power comparison in table 4. In that table, we report each of the three quartile values (1st, median, 3rd) (Tukey 1977) for difference in simulation power at the different levels of significance and different settings of the genotype error parameter \( \varepsilon \) (tables 2 and 4), as well as the minimum, 10th percentile, 90th percentile, and maximum difference values. For each setting of \( \varepsilon \) and each significance level (10%, 5%, 1%), these differences are computed over all remaining simulation parameters considered in tables 2 and 3. There were a total of \( 2^{10} = 2048 \) data points for the SNP simulations and \( 2^9 = 1024 \) data points for the Multi-allele simulations.

Studying this table, we see that differences in simulation power can be substantial. For SNPs, the minimum difference is \(-0.586\). This value occurs for the parameter settings: Significance level = 5%, \( N_A = N_U = 1000 \), \( P = 0.2 \), \( C_p = C_G = 1 \), \( C_p^{DS} / C_p = C_G^{DS} / C_G = 25 \), \( d_p^{DS} = 0.25 \), \( d_G^{DS} = 0.5 \), \( \pi_{01} = \pi_{10} = 0.25 \), and \( \varepsilon = 0.01 \) (full results not shown).
Table 4. Percentiles of simulation power differences $LRT_{ae} - LRT_{sta}$ at various significance level thresholds for two different genotype error rates

<table>
<thead>
<tr>
<th>Genotype</th>
<th>$\varepsilon = 0.01$</th>
<th>$\varepsilon = 0.05$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Significance Level 10%</td>
<td>Significance Level 10%</td>
</tr>
<tr>
<td>SNP</td>
<td>Min -0.566 -0.590 -0.510</td>
<td>Min -0.545 -0.560 -0.500</td>
</tr>
<tr>
<td></td>
<td>10% -0.263 -0.220 -0.160</td>
<td>10% -0.235 -0.190 -0.110</td>
</tr>
<tr>
<td></td>
<td>1st Q -0.072 -0.060 -0.040</td>
<td>1st Q -0.052 -0.040 -0.030</td>
</tr>
<tr>
<td></td>
<td>Median 0.007 0.005 0.001</td>
<td>Median 0.016 0.011 0.004</td>
</tr>
<tr>
<td></td>
<td>3rd Q 0.144 0.113 0.047</td>
<td>3rd Q 0.136 0.099 0.040</td>
</tr>
<tr>
<td></td>
<td>90% 0.251 0.213 0.105</td>
<td>90% 0.235 0.185 0.091</td>
</tr>
<tr>
<td></td>
<td>Max 0.645 0.579 0.384</td>
<td>Max 0.571 0.509 0.307</td>
</tr>
<tr>
<td>Multi-allele</td>
<td>Min -0.580 -0.657 -0.816</td>
<td>Min -0.570 -0.668 -0.790</td>
</tr>
<tr>
<td></td>
<td>10% -0.430 -0.506 -0.517</td>
<td>10% -0.440 -0.492 -0.465</td>
</tr>
<tr>
<td></td>
<td>1st Q -0.080 -0.100 -0.094</td>
<td>1st Q -0.070 -0.085 -0.080</td>
</tr>
<tr>
<td></td>
<td>Median 0.062 0.055 0.029</td>
<td>Median 0.070 0.057 0.029</td>
</tr>
<tr>
<td></td>
<td>3rd Q 0.328 0.316 0.210</td>
<td>3rd Q 0.324 0.307 0.196</td>
</tr>
<tr>
<td></td>
<td>90% 0.456 0.432 0.353</td>
<td>90% 0.442 0.436 0.346</td>
</tr>
<tr>
<td></td>
<td>Max 0.863 0.878 0.790</td>
<td>Max 0.846 0.852 0.745</td>
</tr>
</tbody>
</table>

Legend for Table 4. Here we present simulation power differences corresponding to the minimum (Min), 10th percentile (10%), first quartile (1st Q), median, 3rd quartile (3rd Q), 90th percentile (90%) and maximum (Max) for the two settings of the genotype error parameter $\varepsilon$ (0.0.1, 0.05) (table 2), three significance levels (10%, 5%, and 1%) and two types of genotype data (SNPs, Multi-allele).

The maximum difference of 0.645 occurs for parameter settings: Significance level = 10%, $N_A = N_U = 1000$, $P = 0.2$, $C_p = C_G = 1$, $C_p^{DS}/C_p = C_G^{DS}/C_G = 5$, $d_p^{DS} = 0.5$, $d_G^{DS} = 0.25$, $\pi_{01} = \pi_{10} = 0.5$, and $\varepsilon = 0.01$ (full results not shown). In general, the percentiles for each significance level do not seem to vary much with different settings of the genotype error parameter setting.

For our multi-allele simulations, we observe even greater differences in simulation power. The minimum difference of -0.816 occurs for the parameter settings: Significance level = 1%, $N_A = N_U = 1000$, $C_p = C_G = 1$, $C_p^{DS}/C_p = C_G^{DS}/C_G = 25$, $d_p^{DS} = 0.25$, $d_G^{DS} = 0.5$, $\pi_{01} = \pi_{10} = 0.5$, and $\varepsilon = 0.01$ (full results not shown). The maximum difference of 0.878 occurs for parameter settings: Significance level = 10%, $N_A = N_U = 1000$, $C_p = C_G = 1$, $C_p^{DS}/C_p = C_G^{DS}/C_G = 5$, $d_p^{DS} = 0.5$, $d_G^{DS} = 0.25$, $\pi_{01} = \pi_{10} = 0.5$, and $\varepsilon = 0.01$ (full results not shown).
We present histogram plots of the simulation power differences for the two types of loci (SNP or multi-allele) and three different significance levels (10%, 5%, 1%) in figures 1-3. In these figures, we merge results for the $\varepsilon = 0.01$ and $\varepsilon = 0.05$ settings because the results of table 4 suggest that differences in simulation power do not depend heavily upon settings of $\varepsilon$. All plots are produced using S-Plus Version 6.1 (Academic Site Edition) software (see Electronic Database Information). Perhaps the most informative of these plots is the one for multi-allele data at the 10% significance level (figure 1). We see clearly a mixture of at least three distributions of simulation power differences. When analyzing the raw data that generated that figure, we can assign the left most distribution to those simulations for which $\pi_{01} = \pi_{10} = 0.25$; that is, every simulation power difference that is less than $-0.21$ has $\pi_{01} = \pi_{10} = 0.25$. Every simulation power difference that is greater than 0.51 has $\pi_{01} = \pi_{10} = 0.5$. In general, every positive simulation power difference at the 10% significance level has at least one of $\pi_{01}$ or $\pi_{10}$ equal to 0.5. A regression analysis (results not shown) indicates that the most significant factors in determining simulation power difference for the multi-allele data are (in order of importance): $\pi_{01}$, $\pi_{10}$, and $C_p^{DS}/C_p$, with the misclassification probabilities being of equal importance. Intuitively, it is clear that the higher the misclassification probability, the more benefit there is from performing double-sampling. Furthermore, because the phenotype misclassification probabilities are considerably larger than the genotype misclassification probabilities (table 2), they affect overall power more. Finally, the ratio $C_p^{DS}/C_p$ is vitally important because it largely determines the number of samples available for the $LRT_{ae}$ method, which directly affects power.

Estimation of misclassification and population frequency parameters

The results of our misclassification and population frequency parameter estimation are that the $LRT_{ae}$ sample mean parameter estimates are highly accurate (maximum difference of 0.001 between mean parameter estimate and true parameter value) with sample variances for all estimates are on the order of $10^{-8}$ to $10^{-7}$, indicating that the 99% sampling margin of error is less than 0.001 (full results not shown).

It should be noted that, as documented in previous papers (Bross 1954; Gordon et al. 2002), both the sample mean of the observed genotype frequencies $p_{ij}$ and the sample frequency of the observed cases and controls $q_j$ for the $LRT_{std}$ statistic were biased away from the true values (results not shown).
Figure 1. Histograms of the simulation power differences $LRT_{ac} - LRT_{std}$ at 10% significance level for SNP and Multi-allele (Multi) genotypes.
Figure 2. Histograms of the simulation power differences $LRT_{ac} - LRT_{std}$ at 5% significance level for SNP and Multi-allele (Multi) genotypes
Figure 3. Histograms of the simulation power differences $LRT_{ae} - LRT_{std}$ at 1% significance level for SNP and Multi-allele (Multi) genotypes.
Example - ApoE and Alzheimer’s Disease
For the LOAD data, the $LRT_{ae}$ statistic is 26.9787 and the $LRT_{std}$ statistic is 19.4040. Each method is asymptotically distributed as $\chi^2$ with 5 df under the null. Therefore, the corresponding asymptotic p-values are $5 \times 10^{-5}$ and $1.6 \times 10^{-3}$, respectively.

By studying table 5, we may deduce the reason for the increased significance with the $LRT_{ae}$ method. In that table, we see that the genotype carrying the greatest risk for causing LOAD, 44, is misclassified 67% of the time ($n = 3$) as the 33 genotype, based on the double-sample data. Obviously, this misclassification rate is based on too small a sample to have any degree of accuracy. Still, the effect of this misclassification is that, for the $LRT_{std}$ method, the difference between the case and control genotype frequencies for 44 is $0.052-0.009 = 0.043$, as opposed to a difference of $0.096-0 = 0.096$ for the $LRT_{ae}$ method. Similarly, the 34 genotype is misclassified 5.26% of the time as the 33 genotype, and the differences in the 34 genotype frequency between cases and controls for the $LRT_{std}$ and $LRT_{ae}$ methods are $0.318-0.144=0.174$ and $0.344-0.159=0.185$, respectively. Thus, for two risk genotypes, the effect of genotype errors is to decrease the genotype frequency difference between cases and controls with the concomitant loss of statistical power.

Table 5. EM-algorithm estimates of true genotype and phenotype misclassification parameters for ApoE LOAD data

<table>
<thead>
<tr>
<th>$\theta_{fj}$</th>
<th>Observed Genotype</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>22</td>
</tr>
<tr>
<td>True Genotype</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>0.500</td>
</tr>
<tr>
<td>23</td>
<td>0.091</td>
</tr>
<tr>
<td>24</td>
<td>0.000</td>
</tr>
<tr>
<td>33</td>
<td>0.000</td>
</tr>
<tr>
<td>34</td>
<td>0.000</td>
</tr>
<tr>
<td>44</td>
<td>0.000</td>
</tr>
<tr>
<td>Method</td>
<td>Aff</td>
</tr>
<tr>
<td>----------</td>
<td>------</td>
</tr>
<tr>
<td>LRT_{ae}</td>
<td>Control</td>
</tr>
<tr>
<td></td>
<td>Case</td>
</tr>
<tr>
<td>LRT_{std}</td>
<td>Control</td>
</tr>
<tr>
<td></td>
<td>Case</td>
</tr>
</tbody>
</table>

Legend for Table 5. In the upper portion of this table, we report estimated genotype misclassification probabilities \( \hat{\theta}_{ij} \) for all genotypes at the ApoE locus in 173 cases and 118 control individuals from a genetic case/control study of LOAD (see Methods - Example - ApoE and Alzheimer’s Disease for a fuller description of the data set). In the lower portion of this table, we report maximum likelihood estimates of the true and observed genotype frequencies \( p_{ij} \) and \( \tilde{p}_{ij} \) using the LRT_{ae} and LRT_{std} methods, respectively. The column labeled “Aff” refers to the affection status of the individual (either case or control).

Because of the small or 0 genotype frequency estimate for some genotypes, we confirmed the p-value estimate for the LRT_{ae} estimate using permutation. Observed case and control status were randomly permuted. Our permutation p-value, based on 1,000,000 replicates, is \( 4.6 \times 10^{-5} \). This estimate is consistent with the p-value based on asymptotic theory. Note that we can perform permutation testing here by randomly reassigning case and control status and keeping marginal totals fixed, since there is no double-sample information for phenotypes (see Summary and Discussion).

**Summary and Discussion**

Misclassification error can be a vexing problem in case/control association studies because of the loss in statistical power, the incorrect estimation of population frequency parameters, and the fact that errors cannot be detected short of some additional repeated sampling (Cochran 1968; Miller et al. 2002; Rice and Holmans 2003) or use of genetic information with tightly linked markers (Ehm et al. 1996; Abecasis et al. 2002; Sobel et al. 2002; Zou et al. 2003). Our method, the LRT_{ae}, corrects for these problems through the use of a sub-sample of individuals who are double-sampled on either phenotype and/or genotype. The results of our simulations are that the LRT_{ae} method appears to be more powerful than the LRT_{std} method for at least half of the simulation parameter settings even for equal fixed costs. Furthermore, the LRT_{ae} method has the added advantages that it provides asymptotically unbiased estimates of genotype frequencies and
phenotype and genotype misclassification error rates. Lastly, the results of our simulation studies suggest that we can achieve large power gains, given a fixed cost, using the \( LRT_{ae} \) method, even for larger phenotype misclassification rates.

We note that our phenotype misclassification probabilities used in the cost/benefits analysis (table 2) may appear large. As noted in the Methods section, however, we based these misclassification probabilities on published findings. In the spirit of a factorial design (Box et al. 1978), this work is a preliminary investigation as to whether there are situations for which the \( LRT_{ae} \) method is more powerful than the \( LRT_{std} \) method. Now that we have documented such situations, we plan to perform a more thorough analysis of the parameter settings for which either of these methods is more powerful, given fixed cost.

Beyond the question of power comparisons, we think there is a natural way to use the \( LRT_{ae} \) statistic. When “better” (i.e., lower misclassification rate) measurements for phenotype and/or genotype become available for some proportion of the individuals in one’s study, this information can always be used in the \( LRT_{ae} \) method. Sometimes researchers will simply replace the fallible classification with the infallible classification and remove the fallible classification from their database. However, applying the \( LRT_{std} \) method to such updated data will still produce biased population frequency estimates. Furthermore, data storage is usually inexpensive. We therefore recommend that researchers keep both fallible and infallible classifications on all individuals for whom such data are available and then apply the \( LRT_{ae} \) method.

One question that arises is how we apply permutation testing when we have double-sample data. In the situation where we have double sample data only for genotypes, we may determine p-values via permutation as is typically done; that is, we may randomly permute case and control status, keeping the marginal totals fixed, and report the proportion of permuted samples that exceed the \( LRT_{ae} \) value for the observed data. We may do this since we assume that the measurement process for phenotype is independent of the measurement process for genotype (equation (2)). When we apply this procedure to our LOAD data, we observe a permutation p-value that is the same order of magnitude as the asymptotic p-value. We hypothesize that if we have double sample data only for phenotypes, then we may randomly permute genotypes, keeping marginal totals fixed. We are currently investigating this hypothesis as well as permutation procedures when double-samples are available for both phenotype and genotype.

In this work, we assume that the sub-sample for which genotypes (or phenotypes) are double-sampled represents a random selection of the total. In practice, however, there may be a bias in selection of individuals for double-sampling. For example, with Alzheimer’s disease, autopsies may only be performed for individuals who have been diagnosed with the disease. For genotypes, double-sample information may only be available on individuals for
whom the quality of the genotype obtained by the fallible method is questionable. It is therefore important to be aware of the conditions under which double-sampling is being performed, so as to protect against biased estimates of the various parameters.

While we have not emphasized it here, our work may also be easily applied to haplotype analysis with cases and controls. For example, some researchers use multi-locus genotypes to infer haplotypes (e.g., Clark 1990; Excoffier and Slatkin 1995; Fallin and Schork 2000; Stephens et al. 2001; Zou and Zhao 2003). Those inferences may have misclassification error. With our method, one can use results from molecular haplotyping methods (e.g., Douglas et al. 2001) as the true measurement, thereby correcting haplotype misclassifications and potentially increasing power to detect association. We comment that, for autosomal data, any double-sample procedure would necessarily be applied to pairs of haplotypes for individuals rather than to the count of specific haplotypes in a data set.

Finally, we comment that we have software that performs our $LRT_{ae}$ method. Researchers may obtain this software by using the URL:

ftp://linkage.rockefeller.edu/software/lrtae/

Appendix

Here we present mathematical derivations of the formulas (7) for $p_{i'j'}^{(r+1)}$, $q_i^{(r+1)}$, $p_{j'}^{(r+1)}$.

**PROPOSITION 1.** Let $n_{i'j'}^{(r)} = n_{1i'j'}^{(r)} + n_{2i'j'}^{(r)} + n_{3i'j'}^{(r)} + n_{4i'j'}^{(r)}$, where

\[ n_{1i'j'}^{(r)} = \sum_i \sum_j n_{i'j'}^{(1)}, \]

\[ n_{2i'j'}^{(r)} = \sum_j n_{v'j'}^{(2)} E[I(X_i^{(r)} | X_i^{(2)})] = \sum_j n_{v'j'}^{(2)} \left( \frac{\theta_{v'j'}^{(r)} p_{i'j'}^{(r)}}{\sum \theta_{v'j'}^{(r)} p_{i'j'}^{(r)}} \right), \]

\[ n_{3i'j'}^{(r)} = \sum_i n_{g'j'}^{(3)} E[I(X_i^{(r)} | X_i^{(3)})] = \sum_i n_{g'j'}^{(3)} \left( \frac{\pi_i^{(r)} p_{i'j'}^{(r)} q_{g'}^{(r)}}{\sum_i \pi_i^{(r)} p_{i'j'}^{(r)} q_{g'}^{(r)}} \right), \]

\[ n_{4i'j'}^{(r)} = \sum_i \sum_j n_{j'j}^{(4)} E[I(X_i^{(r)} | X_i^{(4)})] = \sum_i \sum_j n_{j'j}^{(4)} \left( \frac{\theta_{j'j}^{(r)} \pi_i^{(r)} p_{i'j'}^{(r)} q_{j'}^{(r)}}{\sum_j \sum \theta_{j'j}^{(r)} \pi_i^{(r)} p_{i'j'}^{(r)} q_{j'}^{(r)}} \right), \]

and $n_{i'j'}^{(r+1)} = \sum_i n_{i'j'}^{(1)} + n_{i'j'}^{(3)} + n_{i'j'}^{(4)}$, $E[\ ]$ is the expectation operator, $I()$ is the indicator function, $X_i^{(2)}$ is the event that an individual has true phenotype $i'$ and
observed genotype \( j \) (for individuals in “Group 2” – see proof below), \( X_{ij}^{(3)} \) is the event that an individual has observed phenotype \( i \) and true genotype \( j \) (for individuals in “Group 3”), and \( X_{ij}^{(4)} \) is the event that an individual has observed phenotype \( i \) and observed genotype \( j \) (individuals in “Group 4”). Also, let \( n_{ij}^{(r)} = \sum_{j=1}^{n} n_{ij}^{(r)} \). Then the \( r+1 \)st iteration-estimates of \( p_{ij}^{(r)} \), \( q_{ij}^{(r)} \) and \( p_{ij}^{(r)} \) are:

\[
\begin{align*}
 p_{ij}^{(r+1)} &= n_{ij}^{(r)} / n_{i}^{(r)}, \\
 q_{ij}^{(r+1)} &= n_{ij}^{(r)} / n, \\
 p_{ij}^{(r+1)} &= n_{ij}^{(r)} / n.
\end{align*}
\]

(A.1)

Note that estimates of \( q_{ij}^{(r+1)} \) may be different when maximizing under the null hypothesis versus the alternative hypothesis.

**PROOF:** We use the method of Expectation-Maximization. We can divide the sample of \( n \) individuals into four distinct groups; the first \( n_1 \) individuals have double sample data on both phenotypes and genotypes (Group 1); the next \( n_2 \) individuals have double sample data on phenotypes only (Group 2); the next \( n_3 \) individuals have double sample data on genotypes only (Group 3); and the last \( n_4 \) individuals have only fallible measures of both genotype and phenotype (Group 4). We may write the log-likelihood of the true data as:

\[
\ln L = \sum_{i'} \sum_{j'} [\ln(p_{ij}^{(r)} q_{ij}^{(r)})]
\]

\[
\times \left( \sum_{a=1}^{n_1} I(X_{ij}^{(a)}) + \sum_{a=1}^{n_2} I(X_{ij}^{(a)}) + \sum_{a=1}^{n_3} I(X_{ij}^{(a)}) + \sum_{a=1}^{n_4} I(X_{ij}^{(a)}) \right)
\]

(A.2)

\[
= \sum_{i'} \sum_{j'} [\ln(p_{ij}^{(r)}) + \ln(q_{ij}^{(r)})]
\]

\[
\times \left( \sum_{a=1}^{n_1} I(X_{ij}^{(a)}) + \sum_{a=1}^{n_2} I(X_{ij}^{(a)}) + \sum_{a=1}^{n_3} I(X_{ij}^{(a)}) + \sum_{a=1}^{n_4} I(X_{ij}^{(a)}) \right)
\]

where \( X_{ij}^{(a)} \) is the event that individual \( a \) has true phenotype \( i' \) and true genotype \( j' \), and \( I() \) is the indicator function.

**Expectation Step**

Examining equation (A.2) more closely, we see that computing \( E[\ln(L) | OD] \), the expectation of the log-likelihood conditional on the observed data, reduces to computing \( E[I(X_{ij}^{(a)}) | X_{ij}^{(a)}] \) for each individual \( a \), where \( X_{ij}^{(a)} \) is the event that individual \( a \)’s observed phenotype and genotype are \( i \) and \( j \), respectively. If either
the phenotype or genotype (or both) for an individual has (have) been double sampled, then we know that (those) measurement(s) with certainty. In such instances, we add a “prime” superscript, indicating that the category (phenotype or genotype) is known with certainty. For example, for individuals in Group 1, we replace \( X_y^a \) with \( X_y^{(1)a} \), since both phenotype and genotype are known with certainty. Similarly, for individuals in Group 2, we replace \( X_y^a \) with \( X_y^{(2)a} \), since phenotypes are known with certainty, and for individuals in Group 3, we replace \( X_y^{(3)a} \) with \( X_y^a \). We show in the next lemma (Lemma 2), that the desired expectations using the \( r^{th} \)-iteration estimates of \( p_{r,f,j} \) and \( q_r \) are:

(Group 2)

\[
E[I(X_y^{(1)a}) | X_y^{(2)a}] = \theta_{r,j} p_{r,f,j}^{(r)} \left( \sum_{r'} \theta_{r',j} p_{r',f,j}^{(r')} \right)
\]

(Group 3)

\[
E[I(X_y^{(3)a}) | X_y^{(2)a}] = \frac{\pi_{r,j} p_{r,f,j}^{(r)} q_r^{(r)} \left( \sum_{u'} \pi_{u',j} p_{u',f,j}^{(r')} q_{u'}^{(r')} \right)}{\sum_{u'} \pi_{u',j} p_{u',f,j}^{(r')} q_{u'}^{(r')}}
\]

(A.3)

(Group 4)

\[
E[I(X_y^{(4)a}) | X_y^{(4)a}] = \theta_{r,j} \pi_{r,j} p_{r,f,j}^{(r)} q_r^{(r)} \left( \sum_{u'} \theta_{r',j} \pi_{u',j} p_{u',f,j}^{(r')} q_{u'}^{(r')} \right)
\]

Note that, for individuals in Group 1, because phenotypes and genotypes are known with certainty, \( E[X_y^{(1)a}] = 1 \). Using equation (A.2), the linear property of the expectation operator, and the fact that, for each group, the conditional expectations (A.3) are independent of the particular individual \( a \), we have
\[ E[\ln(L) \mid OD] = \sum_i \sum_j [\ln(p_{ij}^t) + \ln(q_{ij}^t)] \]

\[
\times \left( \sum_{j=1}^{n_1} E[I(X_{ij}^{(1)a}) \mid X_{ij}^{(1)a}] + \sum_{n_1+1}^{n_1+n_2} E[I(X_{ij}^{(2)a}) \mid X_{ij}^{(2)a}] \right) \\
+ \sum_{n_1+n_2+1}^{n_1+n_2+n_3+n_4} E[I(X_{ij}^{(3)a}) \mid X_{ij}^{(3)a}] + \sum_{n_1+n_2+n_3+n_4} E[I(X_{ij}^{(4)a}) \mid X_{ij}^{(4)a}] \right) \\
= \sum_i \sum_j [\ln(p_{ij}^t) + \ln(q_{ij}^t)] \\
\times \left( n_{ij}^t + \sum_{j} n_{ij}^{(2)} E[I(X_{ij}^t) \mid X_{ij}^{(2)a}] + \sum_{i} n_{ij}^{(3)} E[I(X_{ij}^t) \mid X_{ij}^{(3)a}] + \sum_{i} n_{ij}^{(4)} E[I(X_{ij}^t) \mid X_{ij}^{(4)a}] \right) \\
= \sum_i \sum_j n_{ij}^{(r)}[\ln(p_{ij}^t) + \ln(q_{ij}^t)],
\]

using the definition of \( n_{ij}^{(r)} \) given in the statement of Proposition 1.

**Maximization Step**

Let \( f_i = E[\ln(L) \mid OD] - \lambda_i (\sum_j p_{ij}^t - 1) \)

\[ = \sum_i \sum_j n_{ij}^{(r)}[\ln(p_{ij}^t) + \ln(q_{ij}^t)] - \lambda_i (\sum_j p_{ij}^t - 1). \]

Then, using the standard Lagrange multiplier technique, we have

\[ \frac{\partial f_i}{\partial p_{ij}^t} = \frac{n_{ij}^{(r)}}{p_{ij}^t} - \lambda_i. \]

Setting this equation equal to 0 and solving for \( p_{ij}^t \) yields

\[ p_{ij}^t = \frac{n_{ij}^{(r)}}{\lambda_i}. \]

To determine \( \lambda_i \), note that \( 1 = \sum_j p_{ij}^t = \frac{\sum_j n_{ij}^{(r)}}{\lambda_i} = \frac{n_{ij}^{(r)}}{\lambda_i}. \) It follows that \( \lambda_i = \frac{n_{ij}^{(r)}}{n_{ij}^{(r)}} \) and thus \( p_{ij}^{(r+1)} = \frac{n_{ij}^{(r)}}{n_{ij}^{(r)}}. \) Applying the same technique to \( g = E[\ln(L) \mid OD] - \lambda (\sum_q q_i^t - 1) \), taking the partial derivative with respect to \( q_i^t \), and noting that \( \sum_i \sum_j n_{ij}^t = n \), we get \( q_i^{(r+1)} = \frac{n_{ij}^{(r)}}{n} \). This completes the proof.

**Lemma 2.** Let \( X_{ij}^{(2)a}, X_{ij}^{(3)a}, X_{ij}^{(4)a} \) be the observed events for an individual \( a \) in Groups 2, 3, and 4, respectively, as defined above (proof of proposition 1; also see...
table 1). Using the $r^{th}$-iteration parameter estimates $\theta_{ij}^{(r)}$ and $\pi_{ij}^{(r)}$, the conditional expectations $E[I(X_{ij}^{(a)}) \mid X_{ij}^{(2)a}]$, $E[I(X_{ij}^{(a)}) \mid X_{ij}^{(3)a}]$, and $E[I(X_{ij}^{(a)}) \mid X_{ij}^{(4)a}]$ for individuals in Groups 2, 3, and 4 respectively, are given by the formulas in equation (A.3).

PROOF: For the first equation, note that

\[
E[I(X_{ij}^{(a)}) \mid X_{ij}^{(2)a}] = \Pr(X_{ij}^{(a)} \mid X_{ij}^{(2)a}) \\
= \Pr(X_{ij}^{(2)a}) \Pr(X_{ij}^{(a)} \mid X_{ij}^{(2)a})/\sum_{\nu} \Pr(X_{ij}^{(2)a}) \Pr(X_{ij}^{(a)}) \\
= \theta_{ij}^{(r)} q_{ij}^{(r)} / \sum_{\nu} \theta_{ij}^{(r)} p_{ij}^{(r)} \\
= \theta_{ij}^{(r)} p_{ij}^{(r)} / \sum_{\nu} \theta_{ij}^{(r)} p_{ij}^{(r)}. \tag{A.4}
\]

The first equality in equation (A.4) follows from the fact that the expectation of the indicator function is the probability of the event. The second equality follows from Bayes Rule, and the third follows from the definition of the genotype misclassification matrix $\theta$ and the definition of conditional probability.

For the equation in Group (3), we have

\[
E[I(X_{ij}^{(a)}) \mid X_{ij}^{(3)a}] = \Pr(X_{ij}^{(a)} \mid X_{ij}^{(3)a}) \\
= \Pr(X_{ij}^{(3)a}) \Pr(X_{ij}^{(a)} \mid X_{ij}^{(3)a})/\sum_{u'} \Pr(X_{ij}^{(3)a}) \Pr(X_{ij}^{(a)}) \\
= \pi_{ij}^{(r)} q_{ij}^{(r)} / \sum_{u'} \pi_{ij}^{(r)} p_{ij}^{(r)} . \tag{A.5}
\]

As above, the third equality in formula (A.5) follows from the definition of the genotype misclassification matrix $\pi$ and the definition of conditional probability.

The equation for Group (4) follows as in the derivation (A.5). The only change necessary is the observation that $\Pr(X_{ij}^{(4)a}) \mid X_{ij}^{(a)} = \theta_{ij}^{(r)} \pi_{ij}$.

Electronic Database Information

BINOM - ftp://linkage.rockefeller.edu/software/utilities/
PAWE – http://linkage.rockefeller.edu/pawe/
S-PLUS – http://www.insightful.com
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